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Presentation objectives

Operational Decision Manager (ODM)

DevOps

ODM transformation towards continuous delivery



1. Operational Decision Manager (ODM)




IBM Operational Decision Manager

ODM is platform for
e Capturing
« (Governing

« Executing

frequent, repeatable business decisions

Ineligible

definitions
set smith to the borrower X
[(where] ¥
2
if

the age of <a borrower> [£] is more than ¥ 34 [£] X

3 mith .
then the bd_fower

in the loan [the borrower of <a report> | the message ¥

3 the spouse of <a borrower>
|else ]

debt to income credil score

min max min max

0 30 0 200 debt-to-income teo high compared to credit score
200 300

30 45 K 400 debt-te-income too high compared to credit score
400 800

& = 0 500 Jdebt-to-income teo high compared to credit score
600 800

250 a 200 debt-to-income teo high compared to credit score




Team spread all over the world
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Operational Decision Manager (ODM) ?

# Large size project
0" 10+ years of history

% Deployed on-prems, on Cloud, on Bluemix

JRules trunk
JRules trunk SUN JVM

JRules v75updates

JRules vB01updates
JRules vB0updates
JRules v851updates
JRules vB86updates
JRules v871updates
JRules v87updates
JRules v881updates

JRules vB88updates
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Teams doing DevOps take shared R
ownership of useroutcomes . '
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DevOps — A Global Picture

Accelerates
software delivery —
for faster time to value

quality and risk -
for increased capacity
to innovate

Reduce time to
customer feedback -
for improved customer

experience

Balances speed, cost,

Peopl % Continuous
r@ Business Planning

Q

Continuous
Feedback and
Optimization

’ DevOps
o Continuous D
Feedback

evelop/
Test

Process
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3. ODM Team Agile Transtformation
towards continuous delivery




Where are we coming from?

< 6 months >< 2 months >

Functional silos (PLM, DEV, QA, DOC)
Waterfall process
* Release planning at the beginning of the 10 months cycle
« Sequential path through Dev, QA, Doc
« Painful integration and bug fixing (stabilization phase, multiple release candidates)
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Objectives

|deally: deliver when we want
* Product builds are performed continuously
* Product builds are automatically qualified from a quality perspective
« Delivery of a given build is a business decision (fixes, new features, better perf.)

ODM objectives: capacity to deliver at the end of each 4 weeks iteration
« Stable state at the end of each iteration, potentially delivered to customer as a
on-prem beta, or a cloud/Bluemix refresh
 Release Candidate phase shorten to 1 week for a beta, 3 weeks for a release

202618MM
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How do we started ?

« ODM Continuous Delivery initiative

« Inspiration from Jez Humble presentation at Spark 2013 conference “Adopting
Continuous Delivery” (available on youtube)

« Working group with PLM, RM, Dev, QA, Doc representatives

Larger adoption of Agile methodology

4 weeks iterations (2 weeks sprints)

Ranked backlog, iterative planning, small improvements (Toyota katas)
Delivery team model (PLM, Design, Arch, Dev, QA, Doc)

Continuous Integration (single trunk, feature toggles, build pipeline)
Iterative product builds (warmup builds on weeks 1, 2, 3)

Iterative Quality Assessment (no sev 1 and 2, no doubled-deferred)
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ah « Nertions

Release
planning

e Critical function
that drive release

roadmap, project
plan, delivery
schedule

¢ Avoid waterfall
processes —>
Agile processes

*Small, frequent
releases —> focus
on quality

Collaboration

e Development, QA,
and operations
organizations need
to coordinate

Automation

*Tooling to
automate the E2E
software
development and
deployment
process

Continuous
integration

e Forcing developers
to integrate their
work with other
developers
frequently

Lelease

Continuous
Delivery

Continuous
Delivery

*Release more
rapidly, more
frequently
specifically on

Cloud and Bluemix.

Get customer
feedback faster.

Key practices we have adopted or strengthened

Continuous
testing
els not a just about
QA people (Dev &
Infrastructure
needed)

Continuous

monitoring &

feedback
eFailures must be

found and fixed
asap - Tooling

Continuous
improvement

*On going process
for improvement
inspired by Toyota
Kata and iteration
retrospectives
*What are our

impediments ?
eHow can we
accelerate this ?

15



Support to organizational changes and innovation

\
‘ Time for Learning

\

Time and environment to innovate
|

‘ Failure accepted as a factor of opportunity: fail fast and often

|
‘ Make it safe to fail: blameless culture

Management style: mission command vs command and control

N
N
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Key Elements

‘ Delivery Team Organization

‘ Continuous Integration

‘ Continuous Testing
‘ Bugfests

‘ Deployment automation
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Build pipeline: automated from line of code to products

|l'
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Continuous Integration Architecture

" Bamboo Server
Continuous Integration

Web Ul / Reports / Build
Orchestration and Statuses

Bamboo listens to changes...

l

RTC Server

Source Code Repository

1. Get source

code to
compile

Triggers | —— | Bamboo Agent
| Slason. | Bamboo Agent
B Virtual
™1 Machines - | Bamboo Agent
\
Bamboo
3. Sends Status | Remote Agent
e
O 2. Builds
- Get dependecies
- Deploys build artifact

4

Nexus Server

Dependencies
Repository

Release

Snapshot
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Build Wall

+ Language

JRLbes runk

J Scorecard

SRS Tk
2 days ag

X Studio base

JHles: frunk

amServer-Criticaltests

R frurk

J Cobol-base

il WLk
I

+ Engine

e nnk
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+ Launchpad

JRes unk
15 hoss @

+ Software Factory

o WLk
s

+ Studio Samples

eliees i
15 mingies ap

+ TeamServer-Web

JRS K

D

+ Cobol-support

e Tkl
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X executionserver

e ks

J resuiservices

JRes ik

J Static Analysis

Rl Nk

+ Synchronization

el ik
e

+ Installers

IHulers bk
F 5 B0

+ Rules-sdk

JALkES gk

+ Studio

JHubzs 5k

+ TeamServer-Build

eyl bk
e

+ Rule Solutions for Office

Rus NET mrunk [B.5)
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Build Dashboard

Bamboo Build Plans
Success Rate in %

Bamboo Build Plans
Success on Total

trunk / 8.9.1-SNAPSHOT

Build Assessments

Bamboo Asst Elans

63 Success Rate in %

Bamboo
VTT Assessment
— .

39 Campaigns

Success Rate in %
= 50 on 70 (1 failed) VTT
2 wall € Pipeline 2 Details ‘

® 3 upcoming events

I

Hyperlinks to
detailed information
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Continuous Testing

Compilation errors
E2E with others code

Functional/System
Integration test of my module

et * Minutes

* Hours

Unit Compilation errors in |8 On the ﬂy

my code

Key figures
« +250,000 automated tests executed each night
« 9 AppServers / DataBases combination automatically tested
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Bugfests

Scoped (new product feature)
Time boxed (2 to 3 hours)
Test scenarios are proposed

Every one is invited to participate (dev, ga, doc, om from any functional or delivery
team)

Slack channel and conference call are open for guidance and support

Defects are discussed and opened in RTC with reproducible scenario
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Deployment automation

RTC M=
ra
\ /G/
VIT Agert
Test
VIT Server Send Serefire reports
Schedule o Seocesses UCD Agere

Qsarr-boo Far-s %‘} WIT Carmgagrs ' LD Processes * Dockes Fmages

n' Wi
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lteration and release assessments

|t0 It1 It2 It3 trunk
P i Eﬁxes
fixes i 2 i » |[t2 release stream + ifixes
I RCA1 RC2
_I I v I I »1t1 release stream + ifixes
RC1 RC2 it1-ifix1

At the end of each iteration, we take some RTC shapshots, create
new streams, and start a release build on these streams

For each release candidate, we run necessary MAT/RAT, IVT, SVT
tests

Fixes on iteration / release stream are done in controlled mode
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